SUMS OF RECIPROCALS MODULO COMPOSITE INTEGERS
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Abstract. In 1938, as part of a wider study, Emma Lehmer derived a set of four related congruences for certain sums of reciprocals over various ranges, modulo squares of odd primes. These were recently extended to congruences modulo squares of positive integers $n$, with certain restrictions on $n$. In this paper we characterize those excluded $n$ for which the congruences still hold, and find the correct reduced moduli in the cases in which the congruences do not hold.

1. Introduction

Sums of reciprocals of consecutive integers modulo a prime or prime power have attracted a great deal of interest in the past. Possibly the first occurrence in the literature is in a paper of 1850 by Eisenstein [10] who showed, essentially, that for an odd prime $p$ we have

$$\sum_{j=1}^{p-1} \frac{1}{j} \equiv -2q_p(2) \pmod{p},$$

where $q_p(a)$ is the Fermat quotient to base $a$ ($p \nmid a$), defined for odd primes $p$ by

$$q_p(a) := \frac{a^{p-1} - 1}{p}.$$

The congruence (1.1) was later extended by several authors in various directions, including congruences modulo higher powers of $p$, such as

$$\sum_{j=1}^{p^2-1} \frac{1}{j} \equiv -2q_p(2) + pq_p(2)^2 \pmod{p^2}$$

(due to Emma Lehmer [14]), or to different ranges, such as

$$\sum_{j=1}^{\lfloor \frac{p^2}{2} \rfloor} \frac{1}{j} \equiv -3q_p(2) \pmod{p},$$

a special case of congruences modulo higher powers of $p$ (see, e.g., [18]). Typically there exist explicit expressions for such congruences for sums from 1 to $\lfloor \frac{p^2}{2} \rfloor$, $\lfloor \frac{p^3}{3} \rfloor$, $\lfloor \frac{p^4}{4} \rfloor$, and $\lfloor \frac{p^5}{5} \rfloor$, which comes from the fact that these congruences are usually derived with the use of Bernoulli polynomials; see, e.g., the beginning of [14], which is perhaps the most important and influential paper on this subject.
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In the present paper we will consider extensions of a set of four congruences of
Emma Lehmer [14, p. 358], one of which is

\[
\sum_{j=1}^{\lfloor \frac{p}{4} \rfloor} \frac{1}{p-4j} \equiv \frac{3}{4} q_p(2) - \frac{3}{8} p q_p(2)^2 \pmod{p^2},
\]

valid for \( p > 3 \). This congruence immediately implies (1.4) when taken modulo \( p \).

The main reason for the great interest all through the 20th century in sums of
reciprocals and their congruences has been the close connection to the first case of
Fermat’s Last Theorem; see, e.g., [14, pp. 358–360] or [17], or [9] for a more recent
publication.

A number of congruences of the above type were in recent years extended to
composite moduli. While related congruences of a somewhat different type were
obtained as early as 1906 independently by H. F. Baker and M. Lerch (see [1, p. 34]
for details and references), it appears that the first analogue for composite moduli
of a “Lehmer type” congruence was published by T. Cai [2] in 2002: For any odd
\( n > 1 \),

\[
\sum_{j=1}^{\lfloor \frac{n}{2} \rfloor} \frac{1}{j} \equiv -2 q_n(2) + n q_n(2)^2 \pmod{n^2},
\]

where \((j, n)\) stands for the greatest common divisor of \( j \) and \( n \), and \( q_n(a) \) is the
Euler quotient of \( n \) with base \( a \) defined by

\[
q_n(a) := \frac{a^{\phi(n)} - 1}{n}
\]

for relatively prime positive integers \( a, n \) with \( n > 1 \). These quotients were first
studied by Lerch [15] in 1905; numerous further properties were obtained much
later in [1] and [4]. It is clear that (1.3) is a special case of (1.6); a weaker version
of (1.6) for \( n = p^a \) (\( p \) an odd prime) had earlier been obtained in [1].

Extensions of the four congruences of Emma Lehmer of the type (1.5) were
recently obtained by Cai, Fu and Zhou [3] and Cao and Pan [4]: For any positive
odd integer \( n \) with \( n \not\equiv 0 \pmod{3} \) we have

\[
\sum_{j=1}^{\lfloor \frac{n}{2} \rfloor} \frac{1}{n - 2j} \equiv q_n(2) - \frac{1}{2} n q_n(2)^2 \pmod{n^2},
\]

\[
\sum_{j=1}^{\lfloor \frac{n}{3} \rfloor} \frac{1}{n - 3j} \equiv \frac{1}{2} q_n(3) - \frac{1}{4} n q_n(3)^2 \pmod{n^2},
\]

\[
\sum_{j=1}^{\lfloor \frac{n}{4} \rfloor} \frac{1}{n - 4j} \equiv \frac{3}{4} q_n(2) - \frac{3}{8} n q_n(2)^2 \pmod{n^2},
\]

\[
\sum_{j=1}^{\lfloor \frac{n}{6} \rfloor} \frac{1}{n - 6j} \equiv \frac{1}{3} q_n(2) + \frac{1}{4} q_n(3) - n \left( \frac{1}{6} q_n(2)^2 + \frac{1}{8} q_n(3)^2 \right) \pmod{n^2}.
\]
These four congruences were first obtained by Cai, Fu and Zhou [3], and independently Cao and Pan [4] proved (1.9), (1.10), and (1.11), but with fewer restrictions on \( n \) than was the case in [3]. More recently Kuzumaki and Urbanowicz [13] extended these congruences, and by extension also Emma Lehmer’s congruences, to results for all sums

\[
U_r(n) := \sum_{j=1 \atop (j,n)=1}^{[n/r]} \frac{1}{n - rj} \pmod{n^s},
\]

for \( s \in \{1, 2, 3\} \) and \( r \mid 24 \) with \( n > r \) and relatively prime to \( r \). These are related to similar generalizations of congruences of the type (1.6), recently studied by Kanemitsu, Kuzumaki, and Urbanowicz [12]. We return to these generalizations later, in Section 4.

Concerning (1.9) Cao and Pan remark that it “fails when \( n = 4, 8, 14, 16, 22, 28, 32, 38, 44, 46, \ldots \)”, and they further remark that (1.10) “fails when \( n = 9, 15, 27, 33, 45, 51, 69, 75, 81, 87, \ldots \)”.

In the case of the congruence (1.11) it is entirely natural to restrict \( n \) to being odd and not divisible by 3 (because of the denominator on the left side), while for the other three congruences this wide restriction doesn’t generally apply. Specifically — as Cao and Pan observed above — the restriction that \( n \) be odd does not apply to (1.9), the restriction that \( n \) be not divisible by 3 does not apply to (1.10), nor, for that matter, does the restriction that \( n \) be odd apply to Cai, Fu and Zhou’s (1.8).

It is the purpose of this paper to investigate the congruences (1.8), (1.9) and (1.10) freed from these restrictions. Section 2 will be devoted to (1.8) and (1.10), and Section 3 to (1.9). In each case we will classify those of the originally excluded \( n \) for which the relevant congruence still holds, and give a modified correct form when it does not hold. We conclude this paper with some additional remarks in Section 4.

2. The congruences (1.8) and (1.10) in the case \( 3 \mid n \)

In this section we will explain Cao and Pan’s list of exceptions (9, 15, 27, \ldots) for (1.10) and prove the correct congruence in this case. Furthermore, the congruence (1.8), not mentioned by Cao and Pan, can be treated in parallel with (1.10).

**Theorem 1.** For odd positive integers \( n \) with \( 3 \mid n \) the congruences (1.8) and (1.10) hold if and only if \( n \) has a prime divisor \( p \) with \( p \equiv 1 \pmod{6} \). If \( n \) has no such prime divisor, then (1.8) and (1.10) hold modulo \( \frac{1}{3} n^2 \).

In the proof of (1.10) by Cao and Pan [4], with the original condition \((n,6) = 1\), the authors use the following property of Euler quotients which they state and prove as Lemma 4: If \( n > 1 \) and \( a \) are integers with \((n,6a) = 1\), then

\[
q_{n^2}(a) \equiv q_n(a) - \frac{1}{2} n q_n(a)^2 \pmod{n^2}.
\]

For the proof of Theorem 1 we need the following variant of this congruence.

**Lemma 1.** For any \( \alpha \geq 1 \) we have

\[
q_{3^{2\alpha}}(2) \equiv q_{3^\alpha}(2) - \frac{1}{2} 3^\alpha q_{3^\alpha}(2)^2 + 3^{2\alpha-1} \pmod{3^{2\alpha}}.
\]
Proof. We follow the proof of Lemma 4 in [4] by using a binomial expansion, carrying one more term than in [4]:

\[ \phi^2(n^2) - 1 = \left( \phi(n) - 1 \right) + \binom{n}{2} \left( \phi(n) - 1 \right)^2 + \binom{n}{3} \left( \phi(n) - 1 \right)^3 \pmod{n^4}, \]

so that

\[ n^2 \phi^2(n) \equiv n^2 \phi(n) - \frac{1}{2} n^3 \phi(n)^2 + \frac{1}{3} n^4 \phi(n)^3 \pmod{n^4}. \]

If we set \( a = 2 \) and \( n = 3^\alpha \), we get

\[ q_{3^\alpha}(2) \equiv q_{3^\alpha}(2) - \frac{1}{2} 3^\alpha q_{3^\alpha}(2)^2 + 3^{2\alpha - 1} q_{3^\alpha}(2)^3 \pmod{3^{2\alpha}}. \]

To complete the proof, we need to determine \( q_{3^\alpha}(2) \pmod{3} \). To do this, we expand

\[ 2^{3^\alpha} = 2^{3^\alpha - 1} = 1 + 3^{3^\alpha - 1} \equiv 1 + 3^{3^\alpha - 1} \cdot 3 \pmod{3^{2\alpha + 1}}, \]

and thus

\[ q_{3^\alpha}(2) = \frac{2^{3^\alpha} - 1}{3^\alpha} \equiv 1 \pmod{3} \]

for all \( \alpha \geq 1 \). This, with (2.4), immediately gives (2.2). \( \square \)

The next lemma is analogous to, and extends, Lemma 3 in [4].

**Lemma 2.** Let \( n \) be an odd integer with \( n = 3^\alpha m \), where \( \alpha \geq 1 \) and \( 3 \nmid m \). Then

\[ \sum_{j=1}^{\lfloor \frac{n}{2} \rfloor} \frac{1}{n - 2j} \equiv q_{3^\alpha} \pmod{3^{2\alpha}}, \]

and

\[ \sum_{j=1}^{\lfloor \frac{n}{3} \rfloor} \frac{1}{n - 4j} \equiv 3 q_{3^\alpha} \pmod{3^2}. \]

For the proof of Lemma 2 and an equivalent lemma in the next section we require another result which is an extension of Lemma 2 in [4].

**Lemma 3.** For any prime \( p \) and positive integer \( \beta \) we have

\[ p B_{\phi(p^\beta)} \equiv p - 1 \pmod{p^3}, \]

with the exception of the pair \( p = 2, \beta = 2 \), where we have \( 2B_2 \equiv -1 \pmod{2^2} \).

Here \( B_n \) is the \( n \)th Bernoulli number, defined by the generating function

\[ \frac{t}{e^t - 1} = \sum_{n=0}^{\infty} B_n \frac{t^n}{n!} \quad (|t| < 2\pi). \]

Also required in this section and the next are the Bernoulli polynomials, defined by

\[ \frac{t e^{tx}}{e^t - 1} = \sum_{n=0}^{\infty} B_n(x) \frac{t^n}{n!} \quad (|t| < 2\pi), \]

connected with the Bernoulli numbers by

\[ B_n(x) = \sum_{k=0}^{n} \binom{n}{k} B_{n-k} x^k; \]
see, e.g., [16, Ch. 24] for further properties, or [14] for details on how the Bernoulli numbers and polynomials enter into the theory of the congruences studied here.

The congruence (2.7) was proved in [4] for \( p \geq 5 \) and \( \beta = 2\alpha \), which was all that was needed there. However, it has already been known for some time; in fact, for \( \beta = 1 \) this is a variant of the von Staudt-Clausen theorem; see, e.g., [17, p. 102]. For \( \beta > 1 \) and \( \varphi(p^\beta) > 2 \), see [11, p. 158], where the author credits two papers of Carlitz of 1953 and 1960. We quote this result here since it will be needed in the next proof:

Let \( n > 1 \) and \( p \) any prime such that \( (p - 1)p^h \mid 2n \). Then

\[
(2.9) \quad pB_{2n} \equiv p - 1 \pmod{p^{h+1}}.
\]

Finally, the exceptional case in Lemma 3 is obtained through direct computation: We have \( 2B_2 = \frac{1}{3} \equiv -1 \pmod{4} \). We are now ready to prove Lemma 2.

Proof of Lemma 2. We use the method of proof of Lemma 3 in [4], and let \( d \in \{2, 4\} \). Using the fact that \( \varphi(3^{2\alpha}) - 1 > 2\alpha \) for all \( \alpha \geq 1 \) and setting

\[
(2.10) \quad S_n := \sum_{j=1}^{\lfloor \frac{n}{d} \rfloor} \frac{1}{n - dj}, \quad d \in \{2, 4\},
\]

then we get, just as in [4, p. 1816],

\[
S_n = \frac{d^{\varphi(3^{2\alpha}) - 1}}{\varphi(3^{2\alpha})} (B_{\varphi(3^{2\alpha})}(\frac{n}{d}) - B_{\varphi(3^{2\alpha})}(\frac{s}{d}))
\]

\[
= \frac{d^{\varphi(3^{2\alpha}) - 1}}{\varphi(3^{2\alpha})} \left( \sum_{i=0}^{\varphi(3^{2\alpha})} \left( \varphi(3^{2\alpha}) \right) \left( \frac{n}{d} \right)^i B_{\varphi(3^{2\alpha})-i} - B_{\varphi(3^{2\alpha})}(\frac{s}{d}) \right) \pmod{3^{2\alpha}},
\]

where \( s \) is the least nonnegative residue of \( n \) modulo \( d \). Now in our case we need to carry along one more term from the summation above than was the case in [4]. Using the facts that \( 3^\alpha \mid n \) and \( B_{\varphi(3^{2\alpha})-1} = 0 \), as well as the von Staudt-Clausen theorem, we get from the last congruence,

\[
(2.11) \quad S_n = \frac{d^{\varphi(3^{2\alpha}) - 1}}{\varphi(3^{2\alpha})} (B_{\varphi(3^{2\alpha})} + C(n) - B_{\varphi(3^{2\alpha})}(\frac{s}{d})) \pmod{3^{2\alpha}},
\]

where

\[
C(n) := \frac{1}{2} \varphi(3^{2\alpha}) \left( \varphi(3^{2\alpha}) - 1 \right) \left( \frac{3^\alpha m}{d} \right)^2 B_{\varphi(3^{2\alpha})-2}.
\]

Using the fact that \( \varphi(3^{2\alpha}) = 2 \cdot 3^{2\alpha-1} \), we now have

\[
(2.12) \quad \frac{d^{\varphi(3^{2\alpha}) - 1}}{\varphi(3^{2\alpha})} C(n) = \left( \frac{1}{2} d^2 3^{2\alpha-1-3} (2 \cdot 3^{2\alpha-1} - 1) m^2 3B_2(3^{2\alpha-1-1}) \right) 3^{2\alpha-1},
\]

and we see that the term in large parentheses only needs to be evaluated modulo 3. Since \( d \equiv \pm 1 \pmod{3} \) and \( m \equiv \pm 1 \pmod{3} \), we have

\[
d^2 3^{2\alpha-1-3} \equiv d \pmod{3}, \quad (2 \cdot 3^{2\alpha-1} - 1) m^2 \equiv 2 \pmod{3},
\]

and (2.9) gives

\[
3B_2(3^{2\alpha-1-1}) \equiv 2 \pmod{3}.
\]
Hence the right-hand side of (2.12) is congruent to $-d3^{2\alpha-1} \pmod{3^{2\alpha}}$, and with (2.11) we get

\begin{equation}
S_n \equiv \frac{d\varphi(3^{2\alpha})-1}{\varphi(3^{2\alpha})} \left( B_{\varphi(3^{2\alpha})} - B_{\varphi(3^{2\alpha})(\frac{d}{3})} \right) - d3^{2\alpha-1} \pmod{3^{2\alpha}}. 
\end{equation}

In the case $d = 4$ the main term on the right-hand side of (2.13) can be evaluated, just as in [4], to $3^4 q_{3^{2\alpha}(2)} (2) \pmod{3^{2\alpha}}$, which immediately gives (2.6).

When $d = 2$, we have $s = 1$ and we use the well-known fact that for even $\nu \geq 2$ we have $B_{\nu}(\frac{1}{2}) = (2^{1-\nu} - 1)B_{\nu}$ (see, e.g., [14, p. 352] or [16, Ch. 24]), so that

$B_{\nu} - B_{\nu}(\frac{1}{2}) = 2(1 - 2^{-\nu}) B_{\nu}.$

Using this and (2.7) with $\beta = 2\alpha$, we get with (2.13) for $d = 2$,

\begin{equation}
S_n \equiv \frac{2\varphi(3^{2\alpha})-1}{3^{2\alpha}} \cdot 2 - 3^{2\alpha-1} \pmod{3^{2\alpha}}.
\end{equation}

Finally, the fact that $\varphi(3^{2\alpha}) = 2 \cdot 3^{2\alpha-1}$ and the definition (1.7) lead to (2.5), which completes the proof of Lemma 2. \qed

For the sake of completeness in the case of the sum on the left of (2.5), which was not covered in [4], we note that the proof of Lemma 2 can be adapted to give the following congruence.

**Lemma 4.** Let $p \geq 5$ be a prime and $n$ be an odd integer with $n = p^\alpha m$, where $\alpha \geq 1$ and $p \nmid m$. Then

\begin{equation}
\sum_{\substack{j=1 \\ (j,n)=1}}^{\lfloor \frac{n}{2} \rfloor} \frac{1}{n - 2j} \equiv q_{p^{2\alpha}}(2) \pmod{p^{2\alpha}}.
\end{equation}

The proof of this lemma is almost identical with that of (2.5), with the exception of the fact that for $p \geq 5$ we have $C(n) = 0 \pmod{p^{2\alpha}}$ since by the von Staudt-Clausen theorem $p$ does not divide the denominator of $B_{\varphi(2^{2\alpha})-2}$.

We are now ready to prove Theorem 1. Following the beginning of the proof of Theorem 1 in [4], which uses an inclusion/exclusion argument, we first get with (2.5) and (2.2),

\begin{equation}
\sum_{\substack{j=1 \\ (j,n)=1}}^{\lfloor \frac{n}{2} \rfloor} \frac{1}{n - 2j} \equiv \frac{\varphi(m)}{m} \left( q_{3^{2\alpha}}(2) + 3^{2\alpha-1} \right) \equiv \frac{\varphi(m)}{m} \left( q_{3^{2\alpha}}(2) - \frac{1}{2} 3^{2\alpha} q_{3^{2\alpha}}(2)^2 + 2 \cdot 3^{2\alpha-1} \right) \pmod{3^{2\alpha}}.
\end{equation}

Now by Lemma 5 of [4], which holds also for $p = 3$, we have

\begin{equation}
\frac{\varphi(m)}{m} \left( q_{3^{2\alpha}}(2) - \frac{1}{2} 3^{2\alpha} q_{3^{2\alpha}}(2)^2 \right) \equiv q_{n}(2) - \frac{1}{2} n q_{n}(2)^2 \pmod{3^{2\alpha}}.
\end{equation}

This and the previous congruence now give

\begin{equation}
\sum_{\substack{j=1 \\ (j,n)=1}}^{\lfloor \frac{n}{2} \rfloor} \frac{1}{n - 2j} \equiv q_{n}(2) - \frac{1}{2} n q_{n}(2)^2 - \frac{\varphi(m)}{m} 3^{2\alpha-1} \pmod{3^{2\alpha}},
\end{equation}

Finally, the fact that $\varphi(3^{2\alpha}) = 2 \cdot 3^{2\alpha-1}$ and the definition (1.7) lead to (2.5), which completes the proof of Lemma 2. \qed
and similarly, for primes \( p \geq 5 \) we get with (2.14) and (2.1),

\[
\sum_{\substack{j=1 \\
(j,n)=1 \atop j \neq 1}}^{\lfloor n/2 \rfloor} \frac{1}{n-2j} \equiv q_n(2) - \frac{1}{2} n q_n(2)^2 \pmod{p^{2\alpha}}. \tag{2.17}
\]

We now turn to the sum in (1.10). In a similar way as before, using again the argument in [4], followed by (2.6) and (2.2), we get

\[
\sum_{\substack{j=1 \\
(j,n)=1 \atop j \neq 1}}^{\lfloor n/4 \rfloor} \frac{1}{n-4j} \equiv \frac{\varphi(m)}{m} \left( \frac{3}{4} q_{3^{2\alpha}}(2) - 3^{2\alpha-1} \right) \equiv \frac{\varphi(m)}{m} \left( \frac{3}{4} q_{3^{2\alpha}}(2) - \frac{3}{8} 3^\alpha q_{3^{2\alpha}}(2)^2 - \frac{1}{4} 3^{2\alpha-1} \right) \pmod{3^{2\alpha}}. \tag{2.18}
\]

Using (2.15) again, we obtain

\[
\sum_{\substack{j=1 \\
(j,n)=1 \atop j \neq 1}}^{\lfloor n/4 \rfloor} \frac{1}{n-4j} \equiv \frac{3}{4} q_n(2) - \frac{3}{8} n q_n(2)^2 - \frac{1}{4} \frac{\varphi(m)}{m} 3^{2\alpha-1} \pmod{3^{2\alpha}}. \tag{2.19}
\]

To conclude the proof of Theorem 1, we note that \( 3 \mid \varphi(m) \) if and only if \( m \) has a prime divisor \( p \equiv 1 \pmod{6} \). In this case the last term on the right of both (2.16) and (2.18) vanishes. Then (2.16) and (2.17) together with the Chinese Remainder Theorem give the first statement of Theorem 1 for (1.8). Similarly, (2.18) and the corresponding congruences modulo \( p^{2\alpha} \) (\( p \geq 5 \)), obtained in [4], give the first statement of Theorem 1 for (1.10). Finally, if \( m \) has no prime divisor \( p \equiv 1 \pmod{6} \), then the last terms in (2.16) and (2.18) vanish only modulo \( p^{2\alpha-1} \). The Chinese Remainder Theorem then gives the second part of Theorem 1. The proof is now complete.

3. The congruence \((1.9)\) when \( n \) is even

In this section we will explain Cao and Pan’s list of exceptions (9, 15, 27, \ldots) for (1.9) and prove the correct congruence in this case. Specifically we will prove a criterion for when (1.9) holds in the cases \( n \equiv \pm 2 \pmod{6} \), and give modified congruences for the cases where (1.9) does not hold. The main result of this section is as follows.

**Theorem 2.** For positive integers \( n \equiv \pm 2 \pmod{6} \) the congruence (1.9) holds if and only if \( n \) has a prime divisor \( p \equiv 1 \pmod{4} \) or two distinct odd prime divisors. If this condition fails, then (1.9) holds

(a) modulo \( n/2 \) when \( n = 2^\alpha q^\beta \) for a prime \( q \equiv 3 \pmod{4} \) and \( \alpha, \beta \geq 1 \);

(b) modulo \( n/4 \) when \( n = 2^\alpha \), \( \alpha \geq 2 \).

To prove this result, we once again follow the development in [4], as we did in the previous section. Our goal is to use the Chinese Remainder Theorem with an additional congruence modulo a power of 2. We begin with a crucial lemma which is analogous to Lemma 2 above and extends Lemma 3 in [4].
Lemma 5. Let \( n \) be an integer with \( n = 2^a m, \ (m, 6) = 1 \). Then for \( \alpha \geq 2 \) we have

\[
\sum_{j=1}^{\lfloor \frac{n}{2} \rfloor} \frac{1}{n - 3j} \equiv \frac{1}{2} q_{2\alpha}(3) + 2^{2\alpha-2} \pmod{2^{2\alpha}},
\]

while for \( \alpha = 1 \) there is a “−” instead of a “+” on the right-hand side.

Before continuing we remark that in spite of the factors \( \frac{1}{2} \) and \( \frac{1}{3} \) in (1.9) and the factor \( \frac{1}{3} \) in (3.1), the congruences make sense due to the following fact.

Lemma 6. For any odd integer \( b \) and \( \alpha \geq 2 \), the Euler quotient \( q_{2\alpha}(b) \) is even.

Proof. We apply Proposition 4.1(a) in [1], namely

\[
q_{2\alpha+1}(b) = q_{2\alpha}(b) + 2^{\alpha-1} q_{2\alpha}(b)^2,
\]

and use induction on \( \alpha \). By the definition (1.7) we have

\[
q_{2\alpha}(b) = \frac{1}{4} (b^2 - 1) = \frac{b - 1}{2}, \frac{b + 1}{2},
\]

which is always even. Next, from (3.2) it is clear that, when \( \alpha \geq 2 \), \( q_{2\alpha+1}(b) \) is even when \( q_{2\alpha}(b) \) is. This completes the proof by induction.

By slightly modifying the proof of this lemma we could also show that, if \( \alpha \geq 2 \) and \( b \equiv \pm 3 \pmod{8} \), then \( q_{2\alpha}(b) \equiv 2 \pmod{4} \). This could easily be extended to other congruences modulo higher powers of two. However, this would lead too far in this setting; here we are only interested in knowing that \( q_{2\alpha}(3) \) is even for \( \alpha \geq 2 \) and, incidentally, \( q_2(3) = 1 \).

Proof of Lemma 5. We follow the method of proof of Lemma 2 above and Lemma 3 in [4], assuming now that \( n = 2^a m, \ (m, 6) = 1 \) and (for now) \( \alpha \geq 2 \). Then \( \varphi(2^{2\alpha}) - 1 > 2\alpha \), and just as in [4] we obtain, with \( T_n \) the sum on the left of (3.1),

\[
T_n \equiv \frac{3^{2^{2\alpha-1} - 1}}{2^{2\alpha-1}} \left( \sum_{i=0}^{2^{2\alpha-1} - 1} \left( \binom{2^{2\alpha-1} - 1}{i} \left( \frac{n}{3} \right)^i B_{2^{2\alpha-1} - i} - B_{2^{2\alpha-1} - i} \left( \frac{2}{3} \right) \right) \right) \pmod{2^{2\alpha}}
\]

where \( s \) is the least nonnegative residue of \( n \) modulo 3, so \( s = 1 \) or \( s = 2 \). As we did in the proof of Lemma 2, we need to carry along one more term from the summation on the right of (3.3) than was the case in [4]. Using the facts that \( 2^5 \mid n \) and \( B_{2^{2\alpha-1} - 1} = 0 \), as well as the von Staudt-Clausen theorem, we get from (3.3),

\[
T_n \equiv \frac{3^{2^{2\alpha-1} - 1}}{2^{2\alpha-1}} \left( B_{2^{2\alpha-1}} + D(n) - B_{2^{2\alpha-1}} \left( \frac{2}{3} \right) \right) \pmod{2^{2\alpha}}
\]

where

\[
D(n) := \frac{2^{2\alpha-1} \left( 2^{2\alpha-1} - 1 \right)}{2} \left( \frac{2^{\alpha} m}{3} \right)^2 B_{2^{2\alpha-1} - 2}.
\]

Now we consider

\[
\frac{3^{2^{2\alpha-1} - 1}}{2^{2\alpha-1}} D(n) = \left( 3^{2^{2\alpha-1} - 3} \left( 2^{2\alpha-1} - 1 \right) m^2 2 B_{2^{2\alpha-1} - 2} \right) 2^{2\alpha-2}
\]

and we see that the part in large parentheses only needs to be evaluated modulo 4. Now clearly, since \( m \) is odd and \( 3 \equiv -1 \pmod{4} \), we have with \( \alpha \geq 2 \),

\[
3^{2^{2\alpha-1} - 3} \equiv -1 \pmod{4}, \quad (2^{2\alpha-1} - 1) m^2 \equiv -1 \pmod{4},
\]
and (2.9) gives
\[ 2B_{2^{a-1}-2} \equiv 1 \pmod{4}. \]

So, altogether, with (3.5) and (3.4),
\[ T_n \equiv \frac{3^{2^{a-1}-1}}{2^{2a-1}} \left( B_{2^{2a-1}} - B_{2^{2a-1}} \left( \frac{n}{4} \right) \right) + 2^{2a-2} \pmod{2^{2a}}. \]

Now the first summand on the right evaluates exactly as in [4], and we obtain
\[ T_n \equiv \frac{3^{2^{a-1}-1}}{2^{2a}} - \frac{1}{2^{2a-1}} B_{2^{2a-1}} + 2^{2a-2} \pmod{2^{2a}}, \]
and finally with Lemma 3 and the definition (1.7) of the Euler quotient we get (3.1) for \( \alpha \geq 2. \)

To deal with the case \( \alpha = 1, \) we first evaluate the left-hand side of (3.1), namely \( T_n \pmod{4}. \) Since \( n \equiv \pm 2 \pmod{4} \) and \( j \) has to be odd, say \( j = 2k - 1, \) we have
\[ \frac{1}{n-3j} \equiv \frac{1}{2 + (2k-1)} = \frac{1}{1+2k} \equiv 1 - 2k \pmod{4}. \]

We now count the number of terms in the sum \( T_n. \) Since \( n \equiv \pm 2 \pmod{6} \) and \( n \equiv 2 \pmod{4}, \) we have \( n \equiv \pm 2 \pmod{12}, \) say \( n = 12\nu \pm 2. \) But then \( \lfloor \frac{n}{3} \rfloor = 4\nu \) or \( 4\nu - 1, \) and in either case the number of odd integers from 1 to \( \lfloor \frac{n}{3} \rfloor \) is even. Therefore (3.8) gives
\[ T_n \equiv -1 + 1 - 1 + \cdots - 1 + 1 = 0 \pmod{4}. \]

On the other hand, for \( \alpha = 1 \) we have
\[ \frac{1}{2}q_4(3) - 1 = \frac{3^2 - 1}{2 \cdot 4} - 1 = 0, \]
Having used the exceptional sign on the right of (3.1). This verifies (3.1) for \( \alpha = 1, \) and the proof of Lemma 5 is complete. \( \square \)

Before proving Theorem 2, we remark that Lemma 4 in [4] also holds for even \( n \) with \( 3 \nmid n, \) and Lemma 5 holds for \( p = 2. \) Now, proceeding exactly as in the previous section and in the proof of Theorem 1 in [4], we get with Lemma 5 above, recalling that \( n = 2^a m, \)
\[ \sum_{j=1}^{\lfloor \frac{n}{3} \rfloor} \frac{1}{n-3j} \equiv \frac{\varphi(m)}{m} \left( \frac{1}{2}q_{2^a}(3) + 2^{2a-2} \right) \]
\[ \equiv \frac{1}{2}q_n(3) - \frac{1}{4}n q_n(3)^2 + \frac{\varphi(m)}{m}2^{2a-2} \pmod{2^{2a}}. \]
Here we have used Lemmas 4 and 5 from [4] for the last congruence. To complete the proof of Theorem 2, we first note that \( \varphi(m) \equiv 0 \pmod{4} \) if \( m \) has a prime factor \( p \equiv 1 \pmod{4}, \) or \( m \) has at least two distinct odd prime factors. In these cases we immediately get
\[ \sum_{j=1}^{\lfloor \frac{n}{3} \rfloor} \frac{1}{n-3j} \equiv \frac{1}{2}q_n(3) - \frac{1}{4}n q_n(3)^2 \pmod{2^{2a}}. \]

If \( n \) is of the form \( n = 2^a q^3 \) with a prime \( q \equiv 3 \pmod{4}, \) then \( \varphi(m) \equiv 2 \pmod{4}, \) and (3.9) holds only modulo \( 2^{2a-1}. \) Finally, if \( n \) is a power of 2 then \( m = 1, \) and
(3.9) holds only modulo $2^{2\alpha-2}$. The statement of Theorem 2 is then obtained by the Chinese Remainder Theorem, again as in the corresponding proof in [4].

4. FURTHER REMARKS

1. The congruences (1.6), (1.8) and Theorem 1 can be combined to give a different (but related) kind of congruence. To set the stage for the following corollary, we note that as a special case of the congruence (18) in [14] we have for primes $p \geq 5$,

$$\sum_{j=1}^{p-1} \frac{1}{j^2} \equiv 0 \pmod{p}.$$

We can now extend this to arbitrary odd moduli.

**Corollary 1.** For any odd integer $n \geq 3$ we have

$$(4.1) \quad \sum_{j=1}^{n-1} \frac{1}{j^2} \equiv 0 \pmod{n},$$

unless $3 \mid n$ and $n$ does not have a prime divisor $p \equiv 1 \pmod{6}$, in which case (4.1) holds modulo $n/3$.

**Proof.** Following the example of a congruence modulo $p^2$ in [14, p. 359], we expand, for odd positive $n$ and $(j,n) = 1$,

$$\frac{1}{n-2j} = \frac{1}{2j} \left(1 - \frac{n}{2j}\right) \equiv -1 \frac{n}{2j} \left(1 + \frac{n}{2j}\right) = \frac{-1}{2j} - \frac{n}{4j^2} \pmod{n^2},$$

and thus

$$\frac{n}{j^2} \equiv -\frac{2}{j} - \frac{4}{n-2j} \pmod{n^2}.$$

Therefore

$$n \sum_{j=1}^{[n/2]} \frac{1}{j^2} \equiv -2 \sum_{j=1}^{[n/2]} \frac{1}{j} - 4 \sum_{j=1}^{[n/2]} \frac{1}{n-2j} \equiv 0 \pmod{n^2},$$

unless $3 \mid n$ and $n$ does not have a prime divisor $p \equiv 1 \pmod{6}$, in which case this last congruence holds modulo $n^2/3$, a congruence which follows from (1.6) and (1.8) with Theorem 1. If we divide both sides of the congruence above by $n$, we get the statement of the corollary. □

A congruence of the type (4.1), but with the summation from 1 to $[n/4]$, is the main object of [7].

2. This paper originated from the need for an extension of the congruence (1.4) in some unrelated work of the authors. To be more specific, in our recent paper [6] on the multiplicative orders of certain factorial-like products, the congruence (1.4) plays an important role. Similarly, in work in progress extending the results from [6], an analogue of (1.4) modulo arbitrary odd integers is required. Specializing the
congruence (1.10), as proved in [3] and [4], to a congruence modulo $n$, we do indeed get the desired congruence
\[ \sum_{j=1 \atop (j,n)=1}^{\lfloor n/4 \rfloor} \frac{1}{j} \equiv -3 q_n(2) \pmod{n}, \]
but with the restriction $3 \nmid n$. Theorem 1 then extends this further to all odd moduli $n$.

3. Another application of congruences for sums of reciprocals is to the study of certain binomial coefficients modulo powers of primes. This connection is made explicit in Emma Lehmer’s paper [14, p. 360]. The most important congruences of the type (1.1), (1.3), (1.4) are catalogued, with references or proofs, in Lemmas 1–4 in [5] where they are required in the proofs of extensions of the binomial coefficient theorems of Gauss and Jacobi.

4. Returning to the sums in (1.12), we note that the main result in [13] is also restricted to odd $n$ not divisible by 3. Of the three new cases $r = 8, 12, \text{ and } 24$, in the case $r = 8$ the corresponding sum would also make sense when $3 \mid n$. We therefore state this case explicitly, as a fifth congruence in the sequence (1.8)–(1.11):
\[ \sum_{j=1 \atop (j,n)=1}^{\lfloor n/8 \rfloor} \frac{1}{n-8j} \equiv \frac{1}{2} q_n(2) - \frac{1}{4} n q_n(2)^2 - \frac{1}{4n\varphi(n)} (-1)^{(n^2-1)/8} B_{n\varphi(n),\chi_8} \]
\[ \times \prod_{p\mid n} \left( 1 - (-1)^{(p^2-1)/8} p^{n\varphi(n)-1} \right) \pmod{n^2}, \]
where the generalized Bernoulli numbers $B_{m,\chi}$ are defined as follows. For a Dirichlet character $\chi$ modulo $M$, the numbers $B_{m,\chi}$ are given by the generating function
\[ \sum_{a=1}^{M} \chi(a) e^{at} = \sum_{m=0}^{\infty} B_{m,\chi} \frac{t^m}{m!}. \]
This and numerous other properties and references can be found, e.g., in [8] or [20]. For properties that were used in [12] and [13] to obtain congruences such as (4.2), see [19]. The character $\chi_8$ in (4.2) is the (unique) primitive quadratic character modulo 8, i.e., it is given by $\chi_8(a) = 1$ for $a \equiv \pm 1 \pmod{8}$, $\chi_8(a) = -1$ for $a \equiv \pm 3 \pmod{8}$, and $\chi_8(a) = 0$ for all even integers $a$. The corresponding generalized Bernoulli numbers can then be computed using the generating function (4.3), or the following special case of a well-known recurrence relation, which is computationally more efficient:
\[ B_{2n,\chi_8} = -\sum_{j=1}^{n-1} \left( \frac{2n}{2j-1} \right) B_{2j,\chi_8} 64^{n-j} + \frac{1}{8} (1 - 9^n - 25^n + 49^n) \]
(for $n \geq 1$, where the empty sum is considered to be 0). The first few values are shown in Table 1.

<table>
<thead>
<tr>
<th>$m$</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_{m,\chi_8}$</td>
<td>2</td>
<td>-44</td>
<td>2166</td>
<td>-196888</td>
<td>28730410</td>
<td>-6148123392</td>
</tr>
</tbody>
</table>

**Table 1:** The first six nonzero generalized Bernoulli numbers $B_{m,\chi_8}$.
Since $\chi_8$ is a nontrivial even character, we have $B_{m,\chi_8} = 0$ for all odd $m$ and for $m = 0$. Other standard properties explain the fact that nonzero generalized Bernoulli numbers have alternating signs, and that we have asymptotically

$$|B_{n,\chi_8}| \sim \frac{1}{2\sqrt{\pi n}} \left(\frac{4n}{\pi e}\right)^n$$

as $n \to \infty$ ($n$ even).

This explains the very rapid growth of the generalized Bernoulli numbers, as observed in Table 1.

We computed both sides of (4.2) modulo $n^2$ for those $n < 200$ for which the congruence is still meaningful, but which are not covered by the main theorem in [13], namely $n \equiv 3 \pmod{6}$. Surprisingly, it turns out that, in contrast to (1.8)–(1.10), the congruence (4.2) also holds in the exceptional cases, at least for $n < 200$. For the relevant $n < 200$ the largest subscript of the generalized Bernoulli number in (4.2) is 183$\varphi(183) = 21960$; this and the relations (4.5) and (4.4) indicate that evaluating the right-hand side of (4.2) up to this limit is computationally very intensive.

A further investigation of this case would go beyond the scope of this paper.
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